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Summary

In this short note, a property of the variance of the truncated distribution,
under very mild conditions has been described. Application of this result is
shown in the problems of genetic selection.
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Introduction

The properties of the truncated distributions for various families of
probability densities have been well discussed in the literature. Johnson
and Kotz [2] present an excellent account of these properties almost in
every chapter of their four volume reference work on statistical distribu
tions. In this short note a property of variance of the sub-population^
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obtained by truncating the super-population between two points for a
certain family of density functions, bearing some mild conditions has
been established.

2. Notations and a Lemma

We start with the notations. Let X be a random variable with probabi-,
lity density function/(•) > 0. Also, let F( •) be the cumulative distri
bution of X. We further assume that X admits the first and second

moments.

Let a and b {a < b) be two points on the real line. The probability
density of X in the truncated region a < x < b'is given by

= F(b)- F{a) ' «< ^ ^ (2-la)
and mean and variance are then, readily see'<> to be,

b - ~
1

m

V =

F{b) - F{a)

1

F(b) - F{a)

xf{x) dx (2.1b)

JcVW dx - (2.1c)

respectively.
The following Lemma is a consequence of simple calculus and is true

for any function, not necessarily a density.

Lemma 2.1. Let f be a monotonically decreasing function in an interval
I. Let a, b ^ I, a < b, be two points such that

if(.x)dx = a', (2.2)
a

is fixed, thenfor any odd nonnegative integtr r,

b

Proof. Since / is monotonically decreasing in I, for any ;ei, x^ e / and
for any odd nonnegative integer r,
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M-xl){fixr)-f{x,))^0. (2.4)

Integrating with respect to Xj and *2 over the rectangle (a, bY ^ we
have the result.

It may be pointed out that if 0 < a < 6, the above result is true for
any nonnegative integer. Our interest, however, is in the case r = 1,
when (2.3) reduces to

1
b

xf{x)dx^^-^ , (2.5)
2

0

which is, precisely, a bound on the mean of the truncated distribution.

3. Variance of the Troncated Distribntion
«

Our result is about the effect of different truncations, but of the same
proportion, on the variances of the sub-populations, obtained after trun
cation. The result shows that if a fixed proportion of the original popula
tion is truncated by points a and b, belonging to interval I, such that
Fib) — F{a) = K, a constant, then under some mild conditions, the
populations become more and more diverse as we move away. We form
ally state this result in the following theorem :

Theorem 3.1. Suppose X has the density function/(•) which is mono-
tonically decreasing in an interval /. Let a, b e I, a < b; and

]fix)dx^o: (3.1)
a

is fixed. Then Vx (a), the variance of X in the truncatedsub-population, as
a function of a {and hence of b as well) is monotonically increasing in I.

Proof It is enough to show that

11^ ^0.
0a —

Note that (3.1) implies

(32)an fib) '

Now from (2.1b) and (2.1g), the variance as a function of q is
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h b

[ J x-^fix) - (v j xf{x) dx )
a a

Therefore using (3.2) it can be seen that,

dVx(a)
—^ ^ -Aa)(fe-a)

b
a + b • 1

(3.3)

xf(x) dx

Note, as b > a; quantity outside parenthesis is positive, while that
within parenthesis is, using (2.5) nonnegative. Hence the theorem is
established.

4. Some Applications

When selecting animals or plants for breeding or production, it is often
desirable to consider several traits at the same time. Various methods of

selection are available. Among these are methods of independent culling
(Hazel and Lush, [1]), tandem selection (Hazel and Lush, loc. cit.) and
the index selection (Smith [3]). Work done in these lines essentially
assumes normality of all the variables (or traits) involved. For estimation
of various statistical parameters and evaluation of various associated
probability integrals, see Tallis [4], [5] and Young and Weller [6],

Usually in the problem of genetic selection, selection is made to maxi
mize the average of the unobserved or unobservable criterion variable,
but it is made on the basis of observed values of predictors. If we denote
the criterion variable by y and the regression of criterion on all the
predictors by v), then it is well known that the best selection index for y
is >1 and thus the best strategy is to select all those for which

(4.1)

where k is chosen in such a way that proportions of the selected popula
tion is a, a predicted value between 0 and 1.

There may be, however, situations where a selection region is sought
for which the mean of criterion variable is minimum but at the same

time, variance of this region is as small as possible. In general, it may
not be possible to attain both the goals simultaneously. As an alterna
tive, one could choose to find a region which has variance of y not more
than a prespecified limit decided from practical considerations, but for
which mean of y is as large as possible.

If we assume that all the predictors and criterion are in the original
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population, distributed jointly as. multivariate normal with zero mean,
then •/) will also be normally distributed with zero mean. •Writing o-^ and

for variances ofy and i) respectively in the original populations and
W, for a truncated region on ri-axis, we have

V{y]-n^W)=V{E{y\-n)\-f^iW) + E{V{v\-n)\i)^W)
or V{y \-t\f W) = V(y} j yj e W) + - a2. , (4.2)

(4.2) shows that V(y | rj e tV) and f^(r,ly,G W) differ only by aconstant
for any region Won yj-axis./ Hence putting a restriction on variance of

is equivalent to doing that on variance of rj. Now ifour pojicy for
selection was as in (4.1) with « < J, it would lead toa «-proportion sub-
population, even though it maximizes the mean of criterion variable, it
is also the most diverse for it. If too much variability is to be avoided
and ifone seeks a region W, for which V(ri \ ri ^ W) ^ e, a. prespecified
quantity, then the region JV, maximizing mean subject to the above
constraint, would be :

TV* : ki ^ 1]^ k2 (4.3a)

so that

^ Y) ^ ij) = a " (4.3b)
and that the restrictioo F(y) I y) e fV) ^ e holds as equality constraint

Vjy,(ri) = e

due to monotonicity property of variance as described in Theorem 3.1.
Of course, to control the variability, one has to sacrifice some of the

individual units with high values of criterion variable. But the group of
individuals obtained in this way will be more homogeneous.

There may be a situation where, for further experiments, the whole
population is to be divided into several groups equal in size on the basis
of means of the criterion variable. The theorem says that these groups
will differ not only in their mean values but also in the amount of vari
ability and one should possibly take this fact into account. while plann
ing for further experiments.
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